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Lecture 9
Professor: David Avis Scribe:Daichi Paku

1 Single machine scheduling with precedence constraints
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: job i must be completed
e e a before j can start. (no cycles)

1.1 Problem

Input: a precedence graph with n jobs, and each job j has processing time p;.
Several possible objective:
(i) makespan: minimum length schedule. — This is easy, by topological sort.

(ii) minimum sum of completion times, possibly weighted.

minzn: Wi ¢; : completion time of job j.
=1 7 wj : weight of job j.

This is NP-hard, and we discuss this problem in this lecture.



Feasible schedule: just a permutation of 1,2, --n consistent with the given graph.
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In this example, ¢ = p1,c2 = p1 +ps,¢3 = p1+ps +p2, -, c7 =1, where [ =377 p;
1.2 Smith’s rule

Suppose there are no precedence constraints, we can use Smith’s rule.

For example, p; = 2,p2 = 4,p3 = 3. We can gain the optimal solution by scheduling
the jobs in nondecreasing order of p;.
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Then, this is optimal.

If we have weights, w; = 1, ws = 10, w3 = 1, then we schedule the jobs in nondecreasing
order of the ratios p;/w;

This is optimal.

1.3 Formulation

Decision variable

o 1 if job j starts at time ¢ j
71 0 otherwise t

Constraints

1. Each job must start sometime.
!
ozp=1 (j=1,2,---n)
t=1
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2. At each time exactly only one job is runnning.

For example.(n = 3,p1 = 2,p2 = 4,p3 = 3)

D . if job starts here, it isrunning at time's

S

t=1 2 3 4 5 6 7 8

Exactly one job must start in the shaded area, so,

T15 + T16 + T23 + Tog + Xo5 + Tog + T34 + T35 + w36 = 1.

Another example.

job: S
1

2

t= 1 2 3 4 5 6 7 8
(b)

In this case,
11 + T12 + 21 + To2 + 231 + 232 = 1.

Generally.

Z Z zjip=1 (s=1,2,---1)

Jj=1t=max(1l,s—1—p;)

3. Precedence constraints.

Example. (p; =3,p; =4,1 — j)

D : not started yet.




If job i has not started in time 1,2,---, s, job j cannot start in time 1,2,---,s + p;.

s+p; s 5212---l—p‘—p'
DT <) T ( i 1) ) (3)
— — for each (i — 7)

4. (Release time: job j cannot start before time r;)

zjs=0 (s=1,2,---,7;—1) (4)

Objective function
If job j starts at time ¢, that is if xj;; = 1, then j will finish at ¢; =t + p;.
So,

n n l
min Z wjc; = Z wj {Z(t + pj)xjt] :
j=1 j=1  t=1
1.4 Second formulation

Decision variable

S { 1 if job i precedes job j in the schedule
i

0 otherwise (for all jobs 4, j dlStlngUIShed)

For example.

wo3 = 1,291 = 1,94 = 1,
Ir31 = 1,:1334 = 1,$14 = 1, else $ij =0

o o [p] — (

Constraints

1. Antireflexive. It must be that either job i is before job j, or j is before ¢ in the
scheduling, then

zij + a5 =1 (for all i, ) 8

2. Transitivity. We allow no cycles. That means:

(a) If Tij = 1 and Lk = 1 then Tki = 0. G ” °

(b) If zjp =1 and xy; = 1 then x;; = 0.

(c) If xp; = 1 and x;; = 1 then xj;, = 0.

and we can write these as the single constraint:

xij + xjp +xp; <2 (for all 4, j, k distinguished) (6)
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Now, we can eliminate half of the variables by using (5).
$ji:1_xij (]>Z)

Then (6) is,
Tij txj—x <1 for all 4,4, k (7)
—Tijj — Tjk + Tik < 0 1<j<k

3. Precedence constraints.

Actually easy.
zy; =1 (for each (i — j)) (8)

Objective function
For example.

= p4s+p2+p3 )

C3
’ D4 ‘ P2 ‘ D3 ‘ P1 ‘ Ps ‘ - ( = T43p4 + X23p3 + T13P1 + T53P5

Generally.
n n n
minz wjc; = Z wj[ Z Diij —i—pj} (9)
j=1 j=1  i=li#j

Again we can eliminate half of the variables using (5).

Question: Can we include release times r; for each job j in this model?

This looks tricky. Since release time may cause idle time, the current objective function
is not correct. Nevertheless, Nemhauser and Savelsbergh [2] showed it could be done as
follows.

e For simplicity, introduce new constant variables x;; = 1 for each job j.

e Introduce new variables S; as for each job j as follows:

S; > rixij + Z pe(Tip + o — 1) + Z PkTk;j 1<4,5<n
k<i,k#j k>ik#j

e Replace ¢; by Sj + p; in the objective function (9).
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